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1. Introduction

Fitts’s law is a well-established relationship between the distance a cursor is from a target, the size of the target, and the time required to move the cursor to the target. Osu! is a rhythm game which requires players to click on circular targets appearing at scripted locations on the screen in time with the beat of a song. Despite the obvious relevancy, studies utilizing Osu! for HCI research are difficult to find, to the point of being nonexistent. This study uses replays made publicly available by Osu! to study the effect of difficulty as described by Fitts’s law on a user’s ability to time notes effectively, and analyzes the potential for Osu! to be used in future HCI studies.

* 1. Osu!

Osu! (here styled “osu” for simplicity) was initially released for Windows computers in 2007 and has seen widespread success since then. It has ports in development for all major operating systems, is actively maintained by the developers, and has an active playerbase which sees several million unique users each month. In total, this playerbase has amassed tens of billions of song plays, many of which have been recorded through osu’s built in replay system. For every song that has public rankings, replays of the top 50 scores achieved are publicly available to download and they can be parsed by a number of open-source tools to make use of that data.

1. Procedure

For this study I looked for a song from the most recent seasonal spotlight pack, from summer 2020. I decided to use the “Alazy” difficulty of “Sound Horizon - Raijin no Hidariude” (https://osu.ppy.sh/beatmapsets/16792#osu/64589) since it is one of the more popular songs in the pack with over 2 million combined plays, and because it has a much higher number of hit circles compared to sliders making it easier to process. From the webpage for that beatmap I downloaded the replays of the top 50 scores. Using the osrparse python library, I was then able to parse these replay files into their metadata and a list of every action taken by the player over the course of the play. In order to calculate performance for each note of the song, I had to take this parsed replay data and compare it to the list of hit objects in the beatmap itself. Osu beatmaps are stored in a human-readable format, so I was able to add a function to my python script that extracts the location and timing of every target, but sliders required extra processing.

In osu, sliders consist of an initial hit circle followed by a path which the player must trace at a certain rate determined by the beatmap configuration. Since path tracing wasn’t relevant to my investigation, I initially thought to simply exclude all sliders, but that caused additional issues. For this study, I was interested in 5 categories of information for each note; when the note was in the song (time), the distance between that note and the previous one (distance), the time between that note and the previous one (period), the time delta between the actual time of the note and when the player hit it (timing error), and how far the player’s hit was from the center of the note (accuracy error). When excluding sliders from my calculations it changed both the distance and period for the following note. To correct this, I opted to include the start of each slider as though it is a normal hit circle, then calculate the endpoint of the slider to use for the distance and period of the next note. This ended up being the most time-consuming part of the coding process, but I eventually found a method that appeared to match the timings shown in game.

The next problem I encountered was with processing mods. Osu has a number of built-in modifiers which change things such as the speed and difficulty of a beatmap. Since these mods also affect the timing windows of hit circles, they resulted in my program assuming the wrong input was when the note was hit, giving some strange results. The parsing library I used already included which mods were used for each replay, so I added code to correct for the main types of mods used. While this was a minor improvement, unfortunately mods that change the rate of the song still caused the program to assume every note was missed and I was forced to exclude any replays using rate mods from the data. I ended up excluding 7 replays for this reason out of a total of 50.

After these corrections, I was able to parse the vast majority of notes with results that appear reasonably accurate. There were still some inaccuracies in my program, however, since it reported a larger number of notes missed than were listed on the official leaderboards. I believe these discrepancies are either the result of differing rounding behavior between my program and the official game, resulting in some inputs being incorrectly counted as in or out of the timing window, or because the operations I performed to find key presses when parsing the list of player actions had a corner case that meant switching between two keys frame-perfectly wouldn’t register as a new key press. This resulted in 85 notes being incorrectly excluded as misses, with a total of 14,854 notes parsed successfully.

1. Results

I performed a regression test to see how each of the statistics I gathered related to the timing error of a note, including the interactions between each pair of statistics, and calculated the correlations for every pair.

Correlation coefficients

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Timing Error | distance | period | time | accuracy error |
| Timing Error | 1 |  |  |  |  |
| distance | -0.060894091 | 1 |  |  |  |
| period | 0.030193832 | 0.242510236 | 1 |  |  |
| time | 0.014404137 | 0.119250052 | -0.036695661 | 1 |  |
| accuracy error | 0.097644383 | 0.075075245 | 0.003730605 | 0.03508911 | 1 |

Of the measured statistics, the interaction between distance and pointer accuracy was by far the most significant factor influencing timing error (p = 9.94524E-36).

Both of these factors also contributed to timing error individually. Pointer accuracy had the greatest effect on timing accuracy by a large margin (0.283268466) and to a high degree of certainty (p = 1.8986E-15). Distance also had an effect with a high degree of confidence (p = 3.96707E-12), but to a much smaller degree.

The interactions between time and accuracy, and between time and distance also both contributed (p = 2.89979E-09, and p = 3.03087E-07 respectively), though that may be inflated by the importance of distance and accuracy.

Summary output, all statistics

| Regression Statistics | |
| --- | --- |
| Multiple R | 0.178780537 |
| R Square | 0.03196248 |
| Adjusted R Square | 0.031310296 |
| Standard Error | 8.18196786 |
| Observations | 14854 |

ANOVA, all statistics

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | *df* | *SS* | *MS* | *F* | *Significance F* |
| Regression | 10 | 32808.43454 | 3280.843454 | 49.00833747 | 2.67245E-97 |
| Residual | 14843 | 993658.669 | 66.94459806 |  |  |
| Total | 14853 | 1026467.104 |  |  |  |

Regression results sorted by P-value, all statistics

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Coefficients | Standard Error | t Stat | P-value |
| Intercept | 5.769318978 | 0.445448234 | 12.95171592 | 3.6983E-38 |
| distance \* accuracy | -0.002354229 | 0.000188185 | -12.51017518 | 9.94524E-36 |
| accuracy error | 0.283268466 | 0.035602625 | 7.956392735 | 1.8986E-15 |
| distance | 0.020232072 | 0.002913564 | 6.944096332 | 3.96707E-12 |
| time \* accuracy | 2.49494E-06 | 4.19967E-07 | 5.940799812 | 2.89979E-09 |
| distance \* time | -1.62942E-07 | 3.18006E-08 | -5.123866945 | 3.03087E-07 |
| period | -0.00436362 | 0.001380803 | -3.160205292 | 0.001579747 |
| period \* time | 6.24452E-08 | 2.14817E-08 | 2.906905529 | 0.003655635 |
| distance \* period | 7.62258E-06 | 2.82605E-06 | 2.697254875 | 0.006999269 |
| time | -1.02073E-05 | 5.53529E-06 | -1.844044357 | 0.065196593 |
| period \* accuracy | -2.70042E-05 | 3.23596E-05 | -0.834504146 | 0.404010383 |

Period, time itself, and period’s interactions with each of the other stats all had p-values well above those of the stats already mentioned (p > 0.001). Because of this, I re-ran the regression excluding these stats and again found that all of the previously mentioned stats had an effect on timing error in a statistically significant way (F = 1.35127E-89)

Summary output, reduced statistics

|  |  |
| --- | --- |
| Regression Statistics | |
| Multiple R | 0.167929414 |
| R Square | 0.028200288 |
| Adjusted R Square | 0.027873039 |
| Standard Error | 8.196471277 |
| Observations | 14854 |

ANOVA, reduced statistics

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | df | SS | MS | F | Significance F |
| Regression | 5 | 28946.66799 | 5789.333599 | 86.17369851 | 1.35127E-89 |
| Residual | 14848 | 997520.4355 | 67.1821414 |  |  |
| Total | 14853 | 1026467.104 |  |  |  |

Regression results sorted by P-value, reduced statistics

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Coefficients | Standard Error | t Stat | P-value |
| Intercept | 4.859122822 | 0.230348425 | 21.0946648 | 2.37463E-97 |
| distance \* accuracy | -0.002375571 | 0.000180763 | -13.14192028 | 3.13497E-39 |
| accuracy error | 0.289913627 | 0.030700726 | 9.443217369 | 4.14309E-21 |
| distance | 0.021760159 | 0.002470419 | 8.808286935 | 1.40943E-18 |
| time \* accuracy | 2.32443E-06 | 3.03012E-07 | 7.67106406 | 1.81144E-14 |
| distance \* time | -1.30361E-07 | 2.25972E-08 | -5.768909823 | 8.13755E-09 |

Overall, all of these statistics only accounted for a tiny proportion of the variance in timing error, with an Adjusted R Square of 0.027873039.

* 1. Analysis

My hypothesis was that because of Fitts’s law, the distance between one note and the next would have an impact on a player’s ability to time that note correctly. While this did turn out to be the case, I was surprised to find that accuracy had a much stronger effect on timing error and that the period of time to hit the note had very little effect. After further consideration, I realized accuracy is also closely related to Fitts’s law in regards to the size of the target. A worse accuracy is equivalent to hitting a larger target, making it easier.

This also explains the negative coefficient for the interaction between accuracy error and distance. Because the targets are circular and both accuracy and distance are measured from the center, accuracy error will almost always be smaller than distance with the only exceptions being when the pointer starts over the target and the player moves away from the center in anticipation of the following note. This means increases in accuracy error have a larger effect on the interaction with distance than increases in distance do, so said interaction is more closely related to the inverse of the difficulty of a note than the actual difficulty itself. Larger values for the interaction mean the note was easier to hit which correlates with a smaller timing error giving a negative coefficient. I attempted to further explore this relationship by adding the ratio of distance to accuracy error as described by Fitts’s law to the regression, however several data points with an abnormally low accuracy error made it impossible to draw conclusions from the results.

More difficult to explain is why period had such an insignificant effect on the results, since Fitts’s law relates to the time required to move to a target. There are a few likely causes for this, the first is that the period is simply very large compared to the actual time required to hit a note. This could have been amplified by the source of the data collected, since only replays for the best 50 players’ scores were available and any player included in that list would be capable of playing at extremely high speeds. It’s also possible that the rhythmic nature of the task had an effect. Instead of a continuous range of periods, the period between notes typically varies in discrete fractions of a beat and that predictability may have reduced any effect that different periods may have had.

I included time in the calculations to see if notes later into the song had higher errors, possibly due to fatigue or nerves. The fact that timing itself had little effect, but its interactions with distance and accuracy had much more of an effect is interesting. That result suggests that even though being deep into a song doesn’t change a player’s ability to time notes directly, it does amplify the effects of other sources of difficulty. It’s important to note, however, that there is also a slight correlation between distance and time which indicates the song itself gets more difficult towards the end.

|  |  |
| --- | --- |
|  |  |
|  |  |
|  | |

Figure 1: Residual plots from regression with reduced statistics

Graphs of the residuals from the regression with some stats removed show some artifacts which should be addressed. The residuals of distance and its interaction have a noticeable spike for low values which I believe is caused by overlapping circles in the beatmap. The program I wrote to parse the data doesn’t treat these overlaps any differently to more spread-out circles, but when multiple circles overlap there is the unique possibility to hit them without moving the pointer. In this situation the difficulty shifts from accuracy to correctly reading the rhythm when the visual indicators of that rhythm are densely packed and hard to distinguish, something that clearly isn’t accounted for by Fitts’s law.

The residuals for accuracy error also have an artifact in the form of a loose secondary line above the main grouping of the data. This indicates there are additional factors influencing this data which I failed to capture with the statistics I chose. Accuracy error is calculated as the distance between the point the note is hit and the center of the note. It doesn’t account for the direction of the error, the direction the pointer moved to reach the target, or the direction of the next note, any of which could influence the results.

* 1. Using Osu! as a research tool

The study I performed was extremely limited in time and scope, and the Covid-19 pandemic greatly limited the types of testing and data collection available to me. By using osu and open-source parsing libraries I was able to gather a large amount of data quickly and easily, allowing me to get results much stronger than I would have been able to using other possible methods. There are, however, some issues introduced by this method of data collection to take into consideration.

The biggest potential issue is that the data available is only representative of a very small subset of the population. The only replays available for download are the best scores by the top 50 players, which is tiny in the context of a song like the one used in this study which has been played over 2 million total times. Players at such an extreme end of the talent distribution often have equipment chosen specifically to improve their abilities, unique quirks which give them an advantage, and much more experience than the average player which all serve to make them less representative of the total playerbase and the population as a whole.

Another potential issue is the limited information for anything outside a player’s direct actions during the song. There’s no way to check what system hardware they used, what input method, their posture, the environment they played in, etc. all of which can affect the data. In rare circumstances the players themselves may have information on the profile associated with a replay, but that is much more difficult to retrieve and too inconsistent to be useful at a large scale. Related to this is the fact that only a player’s best score is available. It’s extremely difficult, if not impossible, to determine how much a player practiced the song before setting the score in the leaderboards.

Despite these drawbacks, osu still provides an incredible amount of data which hasn’t been studied to a meaningful extent, and the platform itself can be used in more controlled studies instead of using proprietary software that requires additional time or money to create and use. This study only involved a single beatmap of a single song, but there are tens of thousands of beatmaps across tens of thousands of songs which could be used in future studies. Also, the community in general has a number of active forums and social media sites that could be used to recruit users for studies of a wider slice of the population. From cursory browsing of these sites, saving replays appears to be relatively common for individuals outside of the ones made available on the leaderboards so asking for contributions may be an effective way to gather even more data.

Osu also has potential for testing new interaction devices, since it has good support for both traditional mouse and keyboard and many forms of drawing tablets and touch screens. The data already available could serve as a reasonable baseline to compare against, and the built-in replay system already records all user inputs for the duration of a song. For controlled studies, osu also has a beatmap editor that can be used to create custom beatmaps accompanied by any audio and video, allowing researchers to precisely control the tests they present to study participants.

1. Conclusion

The distance and size of a note in osu does have an effect on a player’s ability to correctly time that note in a way that coincides with Fitts’s Law. However, this effect is dwarfed by other sources of variability which couldn’t be determined from the data obtained. In the course of this study, I was able to use data made available by osu with freely available tools to extract useful statistics about user actions. This proves osu is a useful resource for research into Human-Computer Interactions, and opens up a large number of avenues for future study.
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